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Abstract 

“Digital Me” refers to a service that mirrors an 

individual’s goals, monitors and predicts their status, 

and provides recommendations to improve the status. 

This study investigates the architecture and algorithms 

designed to predict user status and indicate actions, 

relying solely on the user's data. The objective is to 

reduce dependency on domain-specific models while 

promoting the sustainable and privacy-preserving 

accumulation of data. To validate the proposed 

architecture and algorithms, we employed the EdNet 

dataset in the education sector and the MIMIC-III 

dataset in healthcare. We developed algorithms that 

recommend activities to optimize users' goal 

achievement. These algorithms follow a fundamental 

principle applicable to general Digital Me services: 

recommending actions most likely to improve the user's 

subsequent state based on their probability of success 

and expected outcome. Additionally, we demonstrate the 

viability of creating effective health prediction 

algorithms through personal federated learning. This 

enhances privacy by avoiding centralizing sensitive 

health data and storing it on individual devices or 

private clouds. 

 

Keywords: Digital Me, Personalized Federated 

Learning, EdNet, MIMIC-III 

1. Introduction  

Digital Me is an AI-driven service that enables real-

time management of various aspects of an individual’s 

life, such as health, beauty, memory, and knowledge etc. 

using models such as Transformer to provide 

personalized recommendations. The system 

continuously learns from user interactions and optimize 

recommendations to align with user’s goals. As shown 

in Figure 1, Digital Me assesses the user's condition 

through measurement and evaluation, continually 

improving the user’s state while providing 

recommendations.  

 

 

The development of the Digital Me service 

algorithm can be broadly divided into two main tasks: 

predicting states and proposing actions. State prediction 

involves accurately assessing a user's historical and 

current conditions and predicting their future state 

through quantitative analysis (Bai et al., 2021; Pham et 

al., 2017). Based on the user's goals and the desired 

state, Digital Me then recommends actions (Davtalab & 

Alesheikh, 2021; Kulev et al., 2013). To implement 

Digital Me services, we introduced the AMPER 

structure, as depicted in Figure 2 (Lee et al., 2022). 

 

The AMPER framework integrates key principles 

from personalized learning and AI ethics. Personalized 

learning involves adapting content and pathways based 

on individual learner needs and preferences, ensuring 

that each user receives a tailored experience that 

maximizes their potential (Dandachi, 2024). The 

framework extends this concept across various life 

domains. Moreover, AI ethics (Córdova & Vicari, 2022; 

Figure 2. AMPER(Aim-Measure-Predict-Evaluate-
Recommend) 

Figure 1. Structure of Digital Me 
 



Nguyen et al., 2023), particularly concerning data 

privacy and algorithmic fairness, is central to our 

approach designed to safeguard user data by minimizing 

the need for centralized data storage. 

Despite the advances in personalized services, 

existing algorithms often face significant challenges 

when applied to across different domains due to their 

domain-specific dependencies. Cross-domain 

recommendation systems have attempted to address this 

issue but still struggle with data dependency and cold-

start problems (Zhao et al., 2024; Zhu et al., 2022). To 

overcome these limitations, we try to find a minimally 

domain-dependent and privacy-preserving architecture 

and algorithms (Yan et al., 2022). 

The pursuit of minimally domain-dependent 

algorithms within the 'Digital Me' framework is driven 

by the need to create versatile, scalable solutions that 

can adapt across different data domains without relying 

heavily on domain-specific models. This approach 

streamlines the development process and enhances the 

generalizability and applicability of the algorithms 

across varied data types and user scenarios.  

The Digital Me algorithm enhances a user's 

situation by recommending the most effective actions to 

achieve a desired state, using data from the user's current 

condition. The algorithm follows a user-centric 

approach by aligning with user’s specific aim ('A'). It 

establishes a measurement ('M') to assess the user's 

current state, primarily relying on this data and other 

relevant factors to predict('P') the user’s future states . 

After evaluating ('E') the user’s potential future states, 

the algorithm optimizes state improvement by providing 

recommendations offering a recommendation('R') for 

actions that lead to a desired outcome. This study 

addresses a significant need in the existing literature by 

introducing a domain-independent, privacy-preserving 

framework that can be effectively applied across 

multiple domains without requiring extensive 

adaptation. The AMPER framework generalizes across 

various sectors, especially education and healthcare. 

2. Exploration with EdNet Data 

This section illustrates the process of developing 

minimally domain-dependent prediction and 

recommendation algorithms using EdNet data, 

providing insight into the methodology for Digital Me. 

The EdNet dataset comprises user question-answer 

records and detailed question information (Choi et al., 

2020). We randomly selected 1% of the EdNet-KT1 

dataset, which includes 784,309 users studying for the 

Test of English for International Communication 

(TOEIC), an English proficiency test widely used to 

assess non-native speakers' English language skills. 

After preprocessing, this subset contained data from 

7,843 users, 681,618 question-answer instances, and 

11,276 unique question categories. The dataset includes 

the timestamp (indicating when a user began answering 

a specific question), question ID, the user's response, 

and elapsed time (duration taken to answer the 

question), as shown in Figure 3. During preprocessing, 

we also integrated data indicating answer accuracy ('O' 

for correct and 'X' for incorrect answers).  

 

We divided the user's data into clusters based on 

their chronological order of answering questions. 

Specifically, each cluster contained 21 units: the first 20 

units were used for training the model, while the 21st 

unit was reserved for validation as a label. This method 

ensured that the model was trained on sequential data, 

reflecting the natural progression of the user's learning 

process. The clusters were created by simply 

segmenting the dataset into sequential blocks of 21 

question-answer instances per user, ensuring that each 

cluster was representative of the user's ongoing 

performance. Users with fewer than 21 responses were 

excluded from the dataset to maintain consistency. As a 

result, the final dataset included 2,846 users, with 

596,020 question-answer pairs for training and 29,801 

for validation. 

Utilizing the AMPER framework for a Digital Me 

service tailored to enhance users’ TOEIC test abilities 

can be summarized as follows: 

(A) Aim: Users aspire to improve their English 

proficiency scores. 

(M) Measure: The user's English proficiency is 

assessed by analyzing their correct responses to 

questions in the dataset. 

(P) Predict: The system predicts the user's 

likelihood of answering the following question correctly 

by analyzing their responses to previous questions. For 

the prediction algorithm, we employed the transformer 

model (Vaswani et al., 2018), training it with two 

encoders and two decoders. We compared the correct 

answer from the validation data with the model’s 

predictions to determine prediction accuracy. By 

training on the first 20 questions the user answered, we 

could predict the response to the 21st question with an 

accuracy rate of 70.77%. The effectiveness of the 

Figure 3. Illustration of Preprocessed EdNet Data 



transformer algorithm is substantial, especially when 

compared to a random algorithm, which would have an 

expected performance of approximately 25%, given that 

the questions are multiple-choice with four options. 

(E) Evaluate: For each TOEIC question, the 

collective incorrect answer rate is used to score the 

question, influencing the user's overall question-answer 

score. The system calculates the user's English 

proficiency score by assigning a value based on the 

aggregate error rate for each question. Then, it suggests 

questions that can most effectively boost the user's 

score. For example, if Question 2 has an error rate of 

70% among all users, it is assigned a value of 0.7 points. 

This scoring method operates on the premise that 

questions with higher error rates are more challenging, 

so a correct response carries more weight. For question 

No. 511, with an error rate of 45%, a score of 0.45 points 

is assigned. Similarly, for question No. 82, with a 30% 

error rate, a value of 0.3 points is assigned. Answering 

questions No. 511 and No. 82 correctly would 

accumulate 0.75 points. In this way, the Digital Me 

service evaluates each user's proficiency level. Table 1, 

for instance, shows the scores of users A, B, and C for 

the most recent 20 questions. All users' average 

+incorrect answer rate increments each correct answer's 

score for that question. As a result, users A, B, and C 

have scores of 5.0, 1.7, and 3.1, respectively. 

 

(R) Recommend: The system suggests questions to 

expedite the improvement of user’s English scores. Of 

course, it is important to distinguish between mere score 

maximization and actual improvement in language 

proficiency. In Table 1, determining the optimal 20 

questions to recommend to Users A, B, and C requires a 

tailored approach. Random selection may present users 

with questions that are either too difficult, hindering 

score improvement, or too easy, providing minimal 

score gains due to low error rates among users. To 

maximize each user's potential score in the next phase, 

it is essential to recommend questions that strike a 

balance: they should be challenging enough to 

substantially boost the user's score when answered 

correctly, yet within the user’s ability to answer. 

Leveraging the transformer model, which predicts user 

responses with approximately 70% accuracy, the most 

effective strategy involves calculating the probability of 

a user's correct response for each available question. 

This approach encourages users to engage with more 

challenging material, promoting real progress in their 

English skills by focusing on questions slightly beyond 

their current ability. This probability is then multiplied 

by each question's overall incorrect answer rate. The top 

20 questions with the highest values are recommended 

to the user. Although the system focuses on individual 

user data for recommendations, the underlying 

prediction model is trained on many users' collective 

data, utilizing similar users' performance patterns to 

enhance recommendation accuracy.  

A minor challenge with this approach is that the 

Digital Me service must compute the probabilities for 

numerous unsolved questions. When scaled to a large 

user base, the computational demands increase 

substantially. However, this complexity remains 

relatively manageable since it grows linearly due to the 

number of users, questions, and the effort required to 

execute the transformer model. As illustrated in Table 1, 

the gains from this recommendation strategy are 

substantial, demonstrating a marked performance boost 

compared to random suggestions. Combining the 

prediction algorithm and the evaluation method created 

a recommendation algorithm that makes optimal actions 

possible. Promoting real learning outcomes by 

optimizing student’s actions aligns with educational 

best practices. 

However, this approach may not apply to all Digital 

Me application domains, particularly in the health 

sector. Nevertheless, the insights gained from the EdNet 

experiment are expected to be highly valuable in 

designing and developing Digital Me services across 

various domains. Suppose the probability of a user 

successfully acting can be calculated numerically, and 

the potential gain from that action can be reasonably 

estimated. In that case, the Digital Me service can 

suggest the most optimal action alternatives for the user. 

3. Exploration with MIMIC-III Data 

In this section, we utilize the MIMIC-III dataset 

(Johnson et al., 2016a; Johnson et al., 2016b). The 

Medical Information Mart for Intensive Care III 

(MIMIC-III) database, developed through a 

collaboration with MIT, is sourced from the intensive 

care units of Beth Israel Deaconess Medical Center. It 

includes de-identified health records for 61,532 patients 

admitted to intensive care between June 2001 and 

October 2012, comprising data for 53,432 adults and 

8,100 infants. The dataset includes patient 

demographics, vital signs, laboratory results, 

Table 1. User Scores at Current and Next Stages 
 

State Score 
User 

A B C 

Current Score of each User 5.0 1.7 3.1 

Next 

Score (solving randomly 

recommended questions) 
8.3 4.4 6.0 

Score (solving well-

recommended questions) 
20.8 18.3 19.1 

 

 



medication details, caregiver notes, imaging data, and 

mortality statuses. 

Within the broad scope of Digital Me services in 

healthcare, we have chosen to focus on hypertension 

management. Hypertension is a prevalent chronic 

condition, affecting over 25% of adults aged 30 and 

above (KOSIS, 2021). Among the global adult 

population, approximately one in three individuals has 

hypertension (WHO, 2024). Health-related data is 

classified as sensitive under the Personal Information 

Protection Act, making it a matter of significant public 

concern and requiring careful handling. We aim to 

demonstrate the capabilities of the personalized 

federated learning (PFL) approach using the MIMIC-III 

dataset. This approach is a foundational technology for 

creating a Digital Me service that leverages health data 

while maximizing privacy protection.  

From the MIMIC-III dataset, we extracted details 

such as patient number, gender, age, body mass index 

(BMI), systolic blood pressure (SBP), and the date of 

blood pressure measurement. To derive the SBP values, 

we referenced the D_ITEMS table, using the ItemID to 

fetch the corresponding label (Wang et al., 2020). For 

patients with multiple blood pressure measurements 

within a day, we considered only the average (mean) 

value. During preprocessing, we eliminated blood 

pressure readings above 400 or below 0. Additionally, 

age values greater than 89 and below 0 were removed 

because all patients over 89 in the MIMIC-III database 

had their age values altered to 300 years. After these 

preprocessing steps, the dataset was streamlined to 

include 2,065,091 records spanning 9,908 individuals, 

averaging approximately 208 records per person. 

The data was organized to predict future SBP 

values by segmenting it into sequential units for each 

patient. Each patient’s data was divided into five 

consecutive SBP measurements, with the first four 

serving as input features and the fifth as the target label. 

This segmentation allowed the model to learn the 

temporal patterns in SBP changes. We utilized 

Time2Vec to convert these time series data into vectors, 

and employed BERT, enhanced with MA (Moving 

Average) and ARIMA (Autoregressive Integrated 

Moving Average)  models, to predict future SBP values. 

The preprocessing steps, including the handling of 

irregular readings and data segmentation, were crucial 

to ensuring the model could effectively capture and 

predict blood pressure trends over time. 

The blood pressure management Digital Me service 

is structured around the AMPER framework, which 

includes the following components: 

(A) Aim: Establish a clear target to improve the 

user's blood pressure health metrics.  

(M) Measure: Evaluate the user's health status by 

considering gender, age, systolic blood pressure (SBP), 

and body mass index (BMI).  

(P) Predict: Predict the next SBP reading based on 

the user's historical blood pressure data. The prediction 

model utilizes the patient's gender, age, body mass 

index, and previous SBP readings. The data is divided 

into five units to train the model to predict future SBP 

values. Each patient’s SBP readings are stored in the 

same row, with the final reading as the target value 

(label). For instance, if patient 36’s data in the real 

MIMIC-III database appears as shown in Table 2, the 

model is trained with the input data “<esp> M 69 

34.44444 <esp> 113.1765 <esp> 117.3333 <esp> 

127.7391 <esp> 141.0909 <esp>” and the output 

"<esp> 143.7857 <esp>" as the predicted SBP. 

 

 

Since our data is a time series, we utilized 

Time2Vec (Kazemi et al., 2019), which converts time 

series data into vectors. To predict SBP values, we 

employed bidirectional encoder representations from 

transformers (BERTs; Devlin et al., 2018), a natural 

language processing model. However, BERT has 

limitations in directly handling temporal patterns, 

especially given the irregular blood pressure readings in 

the MIMIC-III data. To overcome this, we integrated 

BERT with MA and ARIMA models. The combined 

model leverages the linear regularities captured by MA 

and ARIMA and the non-linear, contextual information 

learned by BERT, thereby enhancing prediction 

performance. The evaluation metric used was mean 

absolute error (MAE), calculated by averaging the 

absolute differences between the actual and predicted 

values. The datasets were split into training, validation, 

and test sets in a 70:15:15 ratio. The baseline BERT 

model achieved an MAE of 8.42 mmHg. When 

combined with MA, BERT's MAE slightly improved to 

8.36 mmHg; with ARIMA, the MAE further improved 

to 7.15 mmHg. 

Table 2. The SBP Time Series of a Patient Over 
Five Days 

 

Date Gender Age BMI SBP 

(mmHg) 

21340512 Male 69 34.44 113.1765 

21340513 Male 69 34.44 117.3333 

21340514 Male 69 34.44 127.7391 

21340515 Male 69 34.44 141.0909 

21340516 Male 69 34.44 143.7857 

 



(E) Evaluate: The system evaluates a user’s blood 

pressure reading by comparing it against 'Reference 

Standard of Korean Blood Pressure' provided by the 

National Health Insurance Service. This standard 

provides a benchmark for different age groups to 

determine whether a blood pressure reading is within a 

healthy range. This comparison is translated into a score 

using simple code, as shown in Table 3.  

 

Readings above the standard are labeled “High,” 

while those below the standard are labeled “Low.” The 

final score is calculated by subtracting the deviation 

from the reference standard from 100. For example, if a 

53-year-old man's predicted SBP is 150 mmHg, and the 

reference standard for his age group is 125 mmHg, the 

25 mmHg difference above the standard results in a 

score of “High” 75 points. 

(R) Recommendation Phase: In the context of 

healthcare’s Digital Me, the recommendation phase 

involves identifying users with similar health 

trajectories, particularly concerning blood pressure, and 

suggesting appropriate medical treatments or lifestyle 

modifications, such as diet or exercise, to improve their 

health outcomes. The core concept for behavioral 

recommendations related to blood pressure is to identify 

other patients whose recent blood pressure changes 

closely resemble those of the user, utilizing cosine 

similarity as the matching metric. If these patients have 

experienced improvements in their blood pressure, the 

medication they received may be recommended to the 

user. To implement this approach, data was extracted 

from the MIMIC-III dataset, yielding 51,076,814 

instances where SBP measurements were matched with 

corresponding medication prescriptions on the same 

dates, creating a robust database. Blood pressure 

variations and prescribed medications for 35,455 

patients were identified (as shown in Figure 4). This 

data enabled the development of a strategy to identify 

patients with blood pressure changes similar to those of 

a given patient and to recommend medications that have 

proven effective in improving blood pressure in similar 

cases.  

 

 

We compared the medication lists of 3,545 patients, 

representing 10% of the randomly selected dataset, with 

our recommended medications. The recommendation 

was considered accurate if any suggested medications 

were on the list. This method resulted in an accuracy rate 

of 74.01%. However, this approach has a limitation: the 

algorithm may be biased by the data it was trained on. 

For instance, if the training data primarily involves 

medical treatments (e.g., medications), the 

recommendations may be skewed towards similar 

interventions, potentially overlooking non-medical 

solutions like lifestyle changes. This bias could 

inadvertently group patients with similar SBP profiles 

but different underlying conditions or health needs, 

leading to suboptimal recommendations. We 

acknowledge this as a limitation of our current research 

and suggest that future studies explore more diverse 

datasets to mitigate this bias.  

Figure 4. Blood Pressure Changes and 
Medication Mapping 

Table 3. Code for Calculating User’s Score 
 

Simple Code 

1. Set bo_table based on gender:  

If gender is 'M', use the male bo_table  

If gender is 'F', use the female bo_table  

2. Find the appropriate age_range in bo_table based 

on user's age  

3. Calculate avg_bo using the found age_range  

4. Calculate bo_diff as the difference between user's 

bo and avg_bo  

5. If bo_diff is less than 0:  

score = 100 + bo_diff  

score_text = "Low" + score + "point"  

Else:  

score = 100 - bo_diff  

score_text = "High" + score + "point"  

6. Return score_text 

 



4. Personalized Federated Learning 

Experiment  

This section explores the feasibility of developing 

sufficiently performant prediction algorithms using PFL 

(Fallah et al., 2020; Tan et al., 2022) without 

consolidating individual data into a single database. 

Data is stored on each individual's device or in a private 

cloud. Ensuring user privacy is paramount for Digital 

Me services, particularly in the healthcare sector. We 

applied the prediction algorithm from the previous 

section to assess its performance within a PFL 

environment (Figure 5). 

The personalized federated learning experiment 

utilized the Per-FedAvg algorithm (Fallah et al., 2020), 

a method inspired by Model-agnostic Meta Learning 

(MAML) that seeks to identify a robust initialization to 

quickly adapt to varying client data distributions. The 

PFL experiment segmented data by patient ID and 

virtually allocated it to distinct devices. Each device 

corresponds to a virtual representation of a user's data, 

effectively simulating a real-world environment where 

data is distributed across multiple devices. Specifically, 

the dataset comprised 9,908 users, totaling 2,065,091 

records, corresponding to an average of 208 days' data 

per user. The user with the most extensive dataset had 

data spanning 26,282 days, while the one with the least 

had data for only two days. To implement this, we first 

preprocessed the data by segmenting it chronologically 

for each patient. Each segment of data was then assigned 

to its respective "device" to simulate the federated 

learning environment.  

We employed the BERT with ARIMA Model, 

which had demonstrated superior performance in 

previous tests, to train local models on each device using 

its respective data. The ARIMA+BERT model is a 

hybrid approach that combines the strengths of ARIMA  

for handling time series data with the transformer-based 

BERT model. ARIMA is particularly effective for 

capturing linear trends and patterns in time series data, 

while BERT, a powerful NLP model, is adept at learning 

complex, non-linear relationships and contextual 

information. By combining these models, the hybrid 

approach aims to leverage ARIMA’s capacity for 

modeling temporal dynamics with BERT’s ability to 

learn intricate patterns, leading to improved prediction 

accuracy. 

In this experiment, we observed a significant 

enhancement in model performance even with a single 

round of iteration. The average MAE (Mean Absolute 

Error) of the local model was 11.70 mmHg, whereas the 

PFL (Personalized Federated Learning) model achieved 

an MAE of 8.03 mmHg, representing an improvement 

of over 30%. Notably, the data-shared model, which 

integrates all available data, achieved the lowest MAE 

at 7.15 mmHg, demonstrating the highest accuracy. 

However, the performance of the PFL model was very 

close to that of the data-shared model, indicating that 

even a single iteration was sufficient to explore the 

potential for significant performance improvements. 

Typically, multiple rounds are necessary to fully 

optimize the model, but the results from this limited 

iteration still underscored the effectiveness of our 

approach. 

To further validate the effectiveness of the AMPER 

framework in a federated learning environment, we 

compared it with state-of-the-art methods in 

personalized federated recommendation systems. Luo et 

al. (2022) demonstrated the use of graph neural 

networks in federated learning to cluster users and adapt 

models for personalized recommendations across 

diverse data sources. Mmeta-learning-based approaches 

also have been effective in handling Non-IID data, a big 

challenge in federated learning (Jeong & Hwang, 2022)

. Our approach aligns with these advanced methods by 

incorporating user clustering and model adaptation to 

improve performance while ensuring privacy. 

Additionally, PFL offers significant advantages 

especially in handling sensitive data. In centralized 

learning, user data must be aggregated into a single 

database, raising concerns about data privacy and 

security breaches. In contrast, PFL keeps data localized 

on individual devices, reducing the risk of data exposure 

while still achieving near-centralized performance. This 

approach is particularly advantageous in healthcare, 

where maintaining patient confidentiality is critical. The 

reduction in MAE observed in our PFL model 

underscores its capability to deliver high-performance 

predictions while preserving user privacy, making it a 

robust alternative to traditional centralized methods. 

The local model exhibited a standard deviation of 

10.06 mmHg, whereas the PFL model demonstrated a 

reduced standard deviation of 7.65 mmHg. This 

reduction is significant as it indicates that PFL narrows 

the performance gap among individual local models. 

Furthermore, when comparing PFL performance across 

9,908 patients versus 1,000 patients, there was a 

Figure 5. Personalized Federated Learning 



noticeable increase in the average MAE for the 1,000 

patients, reaching 15.33 mmHg. This finding reinforces 

the understanding that the performance of PFL improves 

with a larger number of subjects (Kim et al., 2023). 

However, a limitation of PFL is that each client’s 

data can have different distributions, which may 

negatively impact model performance. For instance, 

when the data is highly skewed or limited, the model 

may not generalize well across different devices, 

leading to potential overfitting. Addressing these 

challenges will require refining the PFL methodology, 

potentially by integrating techniques that can better 

handle diverse data distributions or by developing more 

robust model validation strategies. 

5. Discussion 

A phased approach using the AMPER framework 

is proposed to develop Digital Me services. Data is 

generated through the Aim and Measure stages, after 

which universal AI models, such as transformers and 

BERT, are employed in the Prediction stage. These 

models do not require domain-specific knowledge, 

thereby substantially reducing the need for such 

expertise and allowing the application of Digital Me 

services across various domains. Domain knowledge is 

necessary only in the Evaluation stage. In the final stage 

Recommendation, it is critical to identify actions that 

will most effectively enhance the user's score.  

In the EdNet case, the system evaluated all 

questions by leveraging the question-answer records 

from other users’ data. The MIMIC-III case 

demonstrated that identifying individuals with similar 

health data and recommending actions that improved 

blood pressure could effectively address hypertension 

management challenges.  

In both cases, recommendations were derived by 

leveraging data from users with similar characteristics 

or performance patterns, enhancing accuracy and 

relevance. These two case studies showed the feasibility 

of implementing Digital Me services using only data 

without requiring extensive domain knowledge.  

Given relevant domain-specific evaluation criteria, 

universal predictive models can offer personalized 

recommendations tailored to users’ needs. As a result, 

Digital Me services can be effectively implemented 

across various domains, such as education and 

healthcare, providing tailored user experiences that 

address the unique needs of each sector. 

However, implementing the proposed approach in 

real-world settings presents several practical challenges. 

One significant challenge is ensuring scalability, 

particularly in environments with vast and diverse 

datasets. As the number of users and the variety of data 

increase, the computational and communication 

overhead may become substantial, potentially affecting 

the system's responsiveness and performance. 

Additionally, the balance between privacy and 

performance is a critical consideration. While PFL 

offers significant privacy advantages by keeping data 

localized, it may also introduce challenges such as 

model divergence and slower convergence, especially 

when dealing with highly heterogeneous data 

distributions across clients. These challenges necessitate 

careful consideration and optimization to ensure the 

robust and efficient operation of Digital Me services in 

practical applications. 

6. Summary and Conclusion 

This study illustrates efforts to develop algorithms 

that predict a user's status and recommend desirable 

actions based solely on the user's data, minimizing 

reliance on domain-dependent models while sustainably 

accumulating user data in a privacy-preserving manner. 

We identified a principle for recommendation 

algorithms that can be broadly applied to Digital Me 

services: recommend actions that are most likely to 

improve the user's next state, considering both the 

likelihood of the user successfully acting and the score 

they will receive. Additionally, we demonstrate that it is 

possible to develop sufficiently performant health 

prediction algorithms using PFL without centralizing 

individual health information in a single database, 

instead storing it on each individual's device or in a 

private cloud. 

To verify this concept, we utilized data from EdNet 

and MIMIC-III. Combining or sharing user data in 

healthcare is generally undesirable due to its sensitivity. 

Therefore, PFL was applied, resulting in a performance 

improvement of over 30% compared to the local model 

(Kim et al., 2023). 

By keeping data localized on users' devices, PFL 

enhances user trust in the system. In addition, this 

decentralized approach not only enhances the 

safeguarding of personal information but also supports 

compliance with stringent data protection regulations, 

making it particularly suitable for sensitive domains like 

healthcare (Nori et al., 2024). However, full compliance 

also requires additional measures such as encryption and 

secure access controls to ensure that all aspects of data 

protection are addressed. 

The AMPER framework's design inherently 

supports domain-independence by utilizing universal 

predictive models like transformers and BERT, which 

are not tied to specific domain knowledge. This allows 

the Digital Me service to be easily adapted across 

various fields such as education, healthcare, and 

finance, without the need for extensive customization 



for each domain. This capability significantly reduces 

the dependency on domain-specific models, thereby 

enhancing the scalability and applicability of the service 

across different sectors (Blodgett et al., 2023; Zhang et 

al., 2024). 

To integrate the Digital Me algorithm into real-

world services, we explore a conversational Digital Me 

service enhanced by a large language model (LLM) 

(Figure 6). This conversational interface aims to 

develop a Digital Me service that assesses a user's status 

in alignment with their personalized objectives based on 

their data. The service will naturally suggest optimal 

actions through interactive dialogues. Additionally, we 

are developing a small LLM (s-LLM), such as LLaMA2 

(Touvron et al., 2023), capable of independently 

interpreting sensitive personal details, including health 

metrics, directly on the device (Qiu et al., 2023). This 

model will facilitate private conversations with users, 

offering insights derived from their data. By combining 

the strengths of PFL and the AMPER framework, a 

Digital Me service can be developed to offer a secure, 

adaptable, and domain-independent service that can 

meet the personalized needs of users across various 

domains. We believe incorporating the PFL approach 

and localized s-LLM is indispensable to ensure a secure, 

trustworthy, and user-friendly service that confidently 

oversees and enhances an individual's well-being (Kim, 

2024; Qiu, 2024). 
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